1. Introduction

1.1. What this wiki is

This wiki encapsulates the Math 104E calculus course at the University of Pennsylvania.
104E is a second semester calculus course presented for an engineering audience (hence
the "E"). The goal of this wiki is to codify the content of this course in a way that is
easily expandable or amendable as necessary, and to provide future teachers/students of
the course with a lean, searchable text. The pages are in sequence (navigable from the
home page or by using the arrows at the top and bottom of each page), and each page
Is designed to be a mini-lecture of about 10 -15 minutes.

1.2. Prerequisites

This course assumes that you have had a first semester calculus course (such as AP
Calculus AB or Math 103 at Penn). You should be able to compute basic derivatives
and integrals. Experience shows that some students may need to brush up on precalculus
skills: factoring, exponent rules, logarithm rules, trigonometric functions and unit circle
values, and graphing functions (among other things).

1.3. Philosophy

This course focuses on the big picture over gritty calculations and memorized tricks.
There will be some things you simply must commit to memory, but these will be few and
highlighted in some way (yet to be determined). Also, a certain amount of practice is
required to gain facility in the basic mechanics of calculus. For that, you should look to
the big fat calculus text sold in the bookstore (at least until we have enough problems
built into the wiki).

1.4. Outline

These are the big topics covered, and the number of lectures per topic: 1. Functions:
9 lectures 2. Differentiation: 7 lectures 3. Integration: 12 lectures 4. Applications: 14
lectures 5. Discrete Calculus: 13 lectures






2. Functions

1. Functions - Definition and examples of functions 2. The Exponential - The exponential
function defined 3. Taylor series - The Taylor series defined and applied 4. Computing
Taylor series - Using composition to compute Taylor series 5. Convergence - Problems
with some Taylor series 6. Expansion points - Taylor series expansions about other
points 7. Limits - Definition of limit and continuity 8. L'Hopital’s Rule - Statement and
examples in a Taylor series context 9. Orders of growth - Relative growth of the most
common functions

A function can be visualized as a machine that takes in an input x and returns an output
f(x). The collection of all possible inputs is called the domain, and the collection of all
possible outputs is called the range.

This course deals with functions whose domains and ranges are R or subsets of R (this
is the notation for the real numbers).

2.1. Definition and examples of functions

1. Polynomials, e.g. f(x) = x>—5x*+x+9. Give the domain and range of f.

2. Trigonometric functions, e.g. sin, cos, tan. Give the domain and range for each of

these. [Answerl

3. The exponential function, €*. Give the domain and range for the exponential.

[Answed

4. The natural logarithm function, In x. Recall that this is the inverse of the exponen-
tial function. Give the domain and range for In x.

5. Issin™!

[Answed

a function? If so, why? If not, is there a way to make it into a function?

2.2. Operations on Functions

2.2.1. COMPOSITION

The composition of two functions, f and g, is defined to be the function that takes as
its input x and returns as its output g(x) fed into f.

fog(x)=r(9(x))



2. Functions

Example:

/1 — x2 can be thought of as the composition of two functions, f and g. If g =1—x2, f
would be the function that takes an input g(x) and returns its square root.

Example:

1
x+1

Compute the composition fof, i.e. the composition of f with itself, where f(x) =

[Answer

2.2.2. INVERSE

The inverse is the function that undoes f. If you plug f(x) into £, you will get x.
Notice that this function works both ways. If you plug f~1(x) into f(x), you will get
back x again.

FH(f(x)) = x
f(F(x)) =x
1
NOTE: ! denotes the inverse, not the reciprocal. f !(x) # m Example: Let's

consider f(x) = x3. Its inverse is £~ 1(x) = x:.

Notice that the graphs of f and f~! are always going to be symmetric about the line
vy = x. That is the line where the input and the output are the same:

2.3. Classes of Functions
2.3.1. POLYNOMIALS
A polynomial P(x) is a function of the form
P(x) = co + a1x + &x2 4 -+ 4 cpx”

The top power n is called the degree of the polynomial. We can also write a polynomial
using a summation notation.

P(x) = Z crx”
k=0



2.3. Classes of Functions

2.3.2. RATIONAL FUNCTIONS

. . _ P(x _ :
Rational functions are functions of the form Q where each is a polynomial.

Q(x)
Example: 3x — 1 x2 + x — 6 is a rational function. You have to be careful of the
denominator. When the denominator takes a value of zero, the function may not be
well-defined.

2.3.3. POWERS

Power functions are functions of the form ¢x”, where ¢ and n are constant real numbers.
Other powers besides those of positive integers are useful.

Example:
e What is x° ? [Answer]
e Whatis x™2 7 M
e What is x7 ? M

e What is x™ 7 We are not yet equipped to handle this, but we will come back to it
later.

N

2.3.4. TRIGONOMETRICS

You should be familiar with the basic trigonometric functions sin, cos. One fact to keep
in mind is cos?@ + sin®6 = 1 for any 6. This is known as a Pythagorean identity, which
is so named because of one of the ways to prove it:

By looking at a right triangle with hypotenuse 1 and angle 6, and labeling the adjacent and
opposite sides accordingly, one finds by using Pythagoras' Theorem that cos? 8 +sin® 8 =
1.

Another way to think about it is to embed the above triangle into a diagram for the unit
circle where we see that cos6 and sin @ returns the x and y coordinates, respectively, of
a point on the unit circle with angle 8 to the x-axis:

That explains the nature of the formula cos? 6 + sin?6 = 1. It comes from the equation
of the unit circle x* + y? = 1.

Others trigonometric functions:

sin
e tan = —
cos
cos .
e cot = —, the reciprocal of tan
sin
1 .
e sec = —, the reciprocal of the cos
cos



2. Functions

sin @

0 ]

cos ¢

cos2 @ +sin @ =1

1 . .
® CsC = g the reciprocal of the sin

All four of these have vertical asymptotes at the points where the denominator goes to
ZEero.

2.3.5. INVERSE TRIGONOMETRICS

We often writle sin! to denote the inverse, but this can cause confusion. Be careful
that sin™! # g To avoid the confusion, the terminology arcsin is recommended for the
inverse of the sin function.

The arccos function likewise has a restricted domain [—1, 1], but it takes values [0, 7].

The arctan function has an unbounded domain, it is well defined for all inputs. But it
. ™ T
has a restricted range <_§' 5).

2.3.6. EXPONENTIALS

Exponential functions are of the form ¢*, where ¢ is some positive constant. The most
common such function, referred to as the exponential, is €. This is the most common
because of its nice integral and differential properties (below).

Algebraic properties of the exponential function:

eXey = XY

(eX)y — exy



2.3. Classes of Functions

2 4+2 =1

(cos B, sin )

Differential /integral properties:

dx

/exdx:eX+C

Recall the graph of €%, plotted here alongside its inverse, Inx :

Note that the graphs are symmetric about the line y = x (as is true of the graphs of a
function and its inverse).
Before continuing, one might ask, what is € ? There are several ways to define ¢,



2. Functions

which will be revealed soon. For now, it is an irrational number which is approximately
2.718281828 .

2.3.7. Euler’s Formula

To close this lesson, we give a wonderful formula, which for now we will just take as a
fact:

Euler’'s Formula

e™ = cos x + isin x

. 7

The i in the exponent is the imaginary number v/—1. It has the properties i> = —1 - is
not a real number. That doesn't mean that it doesn’t exist. It just means it is not on a
real number line.

Euler's formula concerns the exponentiation of an imaginary variable. What exactly does
that mean? How is this related to trigonometric functions? This will be covered in our
next lesson.

The i in the exponent is the imaginary number v/—1. It has the properties /> = —1 -/ is
not a real number.

That doesn’t mean that it doesn't exist. It just means it is not on a real number line.
Euler's formula concerns the exponentiation of an imaginary variable. What exactly does
that mean? How is this related to trigonometric functions? This will be covered in our
next lesson.

2.3.8. Additional Examples

Example
Find the domain of 1
f(xX) = —m—.
(x) Vx2—3x+2
[Answer
Example

Find the domain of
f(x) =In (x> — 6x + 8x).

[Answer



3. The Exponential

This module deals with a very important function: the exponential. The first question
one might ask is: what is the exponential function e’ . We know certain values of the
function such as e® = 1, but what about an irrational input such as €™, or an imaginary
input e ? Is it possible to make sense of these values?

The following definition answers these questions.

The Exponential e*

x2  x3 x4

X
e 1+X+§+§+E+"'

k

X
k!’

[
WE

i

0
where k! = k(k—1)(k—2)---3-2-1,and 0! = 1.

One can now plug values for x into the above sum to compute €. When x = 0, for
instance, one finds that e® = 1, (since all the terms with x disappear) as expected. By

plugging in x =1, thetruevalueofeisfoundtobee:1+1+§+§+~--.

3.1. A long polynomial

There are technical concerns when trying to add up an infinite number of things. These
issues will be dealt with later in the modules on series. For now, treat the infinite sum
above as a long polynomial (the actual term is the Taylor series about x = 0, which will be
more formally dealt with in the next module). Polynomials are nice because they are easy
to integrate and differentiate. Recall the power rule for differentiating and integrating a
monomial x*, where k is a constant:

d k _ o k—1
ax-kx

1
k k+1
/xdx—k 1x +C (k#-1)



3. The Exponential

3.2. Properties of &~

Recall the following properties of the exponential function:

1. & = XY

2. €Y = (&) = (&)
d X X

3. ae =e

4. /exdx:ex-l—C.

Consider the last two properties in terms of the long polynomial. Taking the derivative of
the long polynomial for e* gives

d X2 3 x4 2x  3x%2 4%
xS g gt ) =0 S T

dx 21 " 3l o1 T3l 4l
2 X3
=ldx+ 5+ 5+

which is the original long polynomial. Integrating also gives (up to the constant of
integration) the original long polynomial. This agrees with facts about the derivative and
integral of €. Thus, the long polynomial for e* captures two of the key features of e*;
namely, €* is its own derivative and its own integral.

3.3. Euler’s formula

Recall that the imaginary number i is defined by i = v/—1. So 2 = —1,i® = —i,i* =1,
and this continues cyclically (for a review of complex/imaginary numbers, see wikipedia).
Assume the following fact, known as Euler's formula, mentioned in the last module.

Euler’'s Formula

e’ = cosx + isinx

Consider what happens when ix is plugged into the long polynomial for e*. By simplifying

10



3.3. Euler’s formula

the powers of /, and grouping the result into its real and imaginary parts, one finds

(ix)? | (ix)®

ix __ ;
et =14+Iix+ ol + 30 +
. °x? B x3
:1+IX+7+?+"'
2 X3 XX
:1+IX—§—I§+E+/§+

X2 'x4 , . x> X0
:<1—§+Z_)+I(X—§+a—)

If this is supposed to equal cosx + isinx, then the real part must be cosx, and the
imaginary part must be sin x. It follows that

X2 X4 X6 o . X2k

X3 X5 X7 o X2k+1
iNx =X — — 4+ — "4 ...= Y
i TRV T kZ:O( k)

These formulas should be memorized, both in their long polynomial form and their more
concise summation notation form.

Example

Use Euler’'s formula to show that e™ = —1. |Answer
Example

Compute 1 — 72T—|2 + Z—j — - . JAnswer

Example

Check that taking the derivative of the long polynomial for sin x gives the long polynomial

: d .
for cos x (hence, verify that In sinx = cosx ). JAnswer

Example

Show that the long polynomial for e* satisfies the first property above, namely X =
e*e”. Hint: start with the long polynomials for €* and e’ and multiply these together,
and carefully collect like terms to show it equals the long polynomial for e**Y.

11



3. The Exponential

3.4. More on the long polynomial

The idea of a long polynomial is reasonable, because it actually comes from taking a
sequence of polynomials with higher and higher degree:

fo(x) =1
Ai(x)=14+x

2

X
fz(X):1+X+E

x2 X3
f3(X)—1+X+?+E

Each polynomial in the sequence is, in a sense, the best approximation possible of that
degree. Put another way, taking the first several terms of the long polynomial gives a
good polynomial approximation of the function. The more terms included, the better
the approximation. This is how calculators compute the exponential function (without
having to add up infinitely many things).

;E‘,m

12



3.5. EXERCISES

3.5. EXERCISES

® So, how good of an approximation is a polynomial truncation of e’ . Use a calculator
to compare how close e is to the linear, quadratic, cubic, quartic, and quintic
approximations. How many digits of accuracy do you seem to be gaining with each
additional term in the series?

13






4. Taylor Series

The long polynomial from the last module is actually called a Taylor series about x = 0
(this is referred to as a Maclaurin series in some textbooks, but this course will use the
term Taylor series). The last module gave the Taylor series for €%, sin x, and cosx. The
logical next question is to ask whether every function has a Taylor series.

The answer is that most reasonable functions, and almost all of the functions encountered
in this course, have a Taylor series. That is, every reasonable function f can be written
as

f(x):chxk: Co+ax+ox? 4.
k=0

This module describes how to compute the coefficients ¢, for a given function f. The
definition of a Taylor series at x = 0 The definition of the Taylor series of f at x =10 is
The definition of the Taylor series of f at x =0 is

noindent

Taylor series at x =0

! " 7 X £(k)
AONRORSACTIE S OW

) =F0)+—; o] 3]

where f)(0) is the k th derivative of f evaluated at 0 . In other words, the
coefficient ¢, mentioned above is given by

fR0) 1 dif

Kl Kl dxk

Cx =

0

This seems circular, since the definition uses the function, and its derivatives, to write
down the function. However, the definition only actually requires information about the
function at a single point (in this case, 0 ). It is best to think of the Taylor series as a
way of turning a function into a polynomial.

Example Compute the Taylor series for e* using the above definition to see that it matches
the given series from the last module. Answer

noindent

15



4. Taylor Series

Here, f(x) = €, and every derivative of €* is e*. Therefore, for all k we have
f(k)(x) =X

and so f(k)(O) =1 for all k. Plugging into the Taylor series formula gives

(k)
=31 kl(o)

k=0
- k!
k=0
x2 X3
= e oo

as claimed.

\. J

The previous module gave the definition of the Taylor series for an arbitrary function. It
turns out that this is not always the easiest way to compute a function’'s Tavlor series.
Just as functions can be added. subtracted, multiplied, and composed, so can their
corresponding Taylor series.

(k) f
f(x) = Z f k!(o) = f(0) + F/(0)x + —— ( )2 2t
k=0

Using the definition of the Taylor series involves taking a lot of derivatives, which could be
a lot of work, especially if the function involves compositions and products of functions,
e.g. f(x) = sin (x?) e’. This module will show how to compute the Taylor series of
such functions more easily by using the Taylor series for functions we already know.
Substitution

Our first method, substitution, allows us to plug one function into the Taylor series of

1
another. Consider the function f(x) = =sin (x?).

Computing the Taylor series for f from the definition would involve the quotient rule,
chain rule, and a lot of algebra. But by taking the series for sin x and substituting x° into

1
this series, and then distributing the M’ one finds

Lain () :%((%) —%(X2)3+%(X2)5—.-->
1 1 1
:;(X—yX +§X )
1
:x—gx +§X —

Note that getting this many terms using the definition would involve taking nine deriva-
tives of the original function, which would be a lot of work! To get a more complete

16



description of the Taylor series, one can use the summation notation, and again substitute
to find

1 , ) 5 2)2k+1
Fen () = L >0
sAk+2
- Z(_')(2/<+1)
i - )k sAk+1
(2k +1)!

k=

Example Find the Taylor series for e’ by substitution. Answer

Recall the series for €~ is

2

e—1+x+§+—+ Zkl

Substituting x> into the series for e* gives

() @)
e ol 30 + -
x®  x°

=1+ + o+ o+

o1 3l
2L (3
:z:m

k=0

8

v
k

>
I

0

Combining like terms Another way to use previous knowledge of one Taylor series to find
another is by combining like terms. This requires some careful algebra, but it is no more
difficult than multiplying two polynomials together. For example, consider the function

f(x) = cos?(x) = cos(x) - cos(x).

Finding the series for a function multiplied by another function is the same as taking the
series for each function and multiplying them together, and then collecting like terms.

17



4. Taylor Series

This is where some algebra is required.

Dl 41

_q 1 1 5 1 11 1 4
=1+ —5—5 X+ E‘FEE—FZ X 4.

To see where the coefficient of x* comes from, note that every x* term comes from
some term from the left series multiplied together with some term from the right series

. . o1
whose powers add up to 4. There are three such pairs: 1 on the left paired with 7} 4

. 1 . i 1 i 1
on the right; —§X2 on the left paired with —EXZ on the right; and —|x4 on the left

paired with 1 on the right. This is the same algebra one would do when multiplying two
polynomials together; this is just a way of collecting like terms in a systematic way.

Example Use the trigonometric identity

1 + cos(2x
cos? x = %

and substitution to find the series for cos® x. Try to give the series in summation notation
(other than the first term). Answer

18



By the above identity,

1
cos® X = 5(1 + cos(2x))
1 (2x)?  (2x)*
_§<1+(1_ TR
1 - 4X2+16X4
2 2 24
4
X
=1-—x>+=—
x+3

In summation notation,

Ll L (2x)%
T2 Ekzzo(_l) (2k)!
1 = 22k 1X2k
RERR 2T
ee k22k 1X2k
—1 +;(—1) 20

.

Hyperbolic trigonometric functions The hyperbolic trigonometric functions sinh(x), cosh(x),
and tanh(x) are defined by

sinh(x) = © _26
cosh(x) = %

X _ aA—X inh
tanh(x) = eX—e™  sinh(x)

e+ e >  cosh(x)

These hyperbolic trig functions, although graphically quite different from their traditional
counterparts, have several similar algebraic properties, which is why they are so named.
For example, the Pythagorean identity for cosine and sine has a version for hyperbolic
cosine and sine:

cosh?(x) — sinh?(x) = 1.

One can verify this using the definitions and some algebra. But there is a geometric
intuition for this relationship. Recall that cosine and sine give the x and y coordinates,
respectively, for a point on the unit circle x> + y?> = 1. The hyperbolic cosine and

19



4. Taylor Series

-

sinh(x)

cosh(x)

tanh(x)

=

L

Y

Figure 4.1.:

hyperbolic sine give the x and y coordinates, respectively, for points on the hyperbola
X2 —y?=1:

Example Using the Taylor series for €* and substitution, show that the Taylor series for
cosh and sinh are

2 [o.¢]
X
h(x) =1+ = + —
cosh(x) =1+ o + + ZO 2K)]
3 5 X2k+1
inh(x) = x + = + — SAR—
Sinh(x) = x4 37 + 57+ £ (2k + 1)!

Note that these are almost the same as the series for cosine and sine, respectively, except
they do not alternate. This gives another reason for the names of these functions.

Answer

20
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Y

Figure 4.2.:

e+ e~
2

Kl+x+z—j+...)+<1—x+§_...)]

X2 x4
{2+2§+25+...}

cosh(x) =

Kl+x+)2<—j+--.) _ (1_X+§"”)]

x3 x°
o x2k+1

£~ (2k + 1)!




4. Taylor Series

Manipulating Taylor series Another way of using one Taylor series to find another is
through differentiation and integration. For instance, to find the Taylor series for the
derivative of f, one can differentiate the Taylor series for f term by term.
Example By differentiating the Taylor series for sinh and cosh, show that

d
— sinh x = cosh x
dx

d .
In cosh x = sinh x.

This is yet another relationship which is similar (though not identical) to the relationship
between sine and cosine. Answer

Differentiating hyperbolic sine gives

d d 9 X2k+1
T = 22k + 1)!
2k

= ;(Zk ERACTEEY]

X2k

- ; (2k)!

= cosh x,

as desired. Similarly, differentiating hyperbolic cosine gives

There was a little bit of reindexing there, but by writing out a few terms of each
series, one can see that all of the above equalities are true.

\. J

Higher Order Terms in Taylor Series In some situations, it will be convenient only to
write the first few terms of a Taylor series. This is particularly true when combining
or composing more than one Taylor series. Up until now, an ellipsis has been used to
indicate that there are more terms in the series that are being omitted.

22



There is another way, sometimes used in this course, of notating the omitted terms in a
Taylor series. That is by referring to them as Higher Order Terms (or H.O.T. for short).
Having the extra HOT in a series means that all the remaining terms in the series have
a higher degree than the previous terms.

Example The function €* can be written as

1
eX:1+x+§x2+ HOT ,

or it could also be written as
e =1+x+ HOT.

The point at which the higher order terms are cut-off is somewhat arbitrary and depends
on the situation. There is a more formal way of keeping track of the higher order terms,
called Big-O notation, which is presented in orders of growth.

Example Find the first two non-zero terms of the Taylor series for

f(x) =1—2xe".

Answer

Beginning with the innermost function, in this case sin x?, we find that

1 1
sinx2:x2—§(x2)3—|— HOT :x2—6X6+ HOT .

Then plugging this into the series for e~ gives

.y 1 1 1 |
25l :1+(x2—6x6+ HOT>+§(X2+ HOT)2+§(XQ+ HOT )’ + HOT

1 1 1
=1 2 =t — = 4 = | X% HOIT
+ X7+ 5x +( 6—|—6)X + HO
1
= 1+x2+§x4—i— HOT
Then to complete the answer, plug this into the original function to find
2, 14
f(x)=1—-2x{1+x —|—§x + HOT

=1-—2x—2x3— x>+ HOT.

Extra examples Example Compute the Taylor series (at 0 ) for sin? x up to and including
terms of order 6. Try to give the full Taylor series in summation notation. Answer

23



4. Taylor Series

5 1 1 4 1 1 1 6
= x4+ —a—a X"+ a‘f—ﬂ-l-a X qpooo

To get the full Taylor series, one can use the identity

1 _
sin? x — cos(2x)
2
to find that ) .
. — cos(2x
sin’ x = — (2x)

:1(1_ (1_ <22X!>2+(2ﬁ)4_...>)

((2x)2 _ 29t @ )

2
1
2\ 2l 41 6!
1 k71(2x)2k
EZ(_D (2k)!

k=1

Example Find the first three terms of the Taylor series for \/f(x), where

f(x) =ao+ arx + x> + a3x3 + --- . Answer

noindent

24



Let g(x) = \/f(x), where
g(x) = by + bix + box? + bsx> 4 - -+ .
Then g(x)? = f(x), and so the same holds for the Taylor series:
(b0+blx—|—b2x2+ng3+~~)2 = g+ aix + ax> 4 -+ .
Multiplying out and collecting like terms gives
b3 + (boby + bibo) x + (boby + biby + bybg) x> + -+ = ag + a1x + axx® + - - - .

Now, equating coefficients of the monomials on the left and right gives the first
few equations (of an infinite system of equations)

bg = 4o
2b0b1 = di
2b0b2 ol b% = do

Solving these equations gives the first three coefficients of g :

bo = /@
h=m

Thus,

a 1 a?
\/30+31X+82X2+"‘:\/3_0+21 X + <82——1)X2+"‘

EXERCISES - Compute the Taylor series of cos(2x)sin(3x) up to and including terms
of degree 5. Don't try computing derivatives for this! - Use a Taylor polynomial to give
a cubic approximation to 2xe®* - Compute the Taylor series of e!™“°t in summation
notation. - Compute the Taylor series of cos(sin(x)) to fourth order. - Compute the
Taylor series of sin(cos(x)) to forth order. What happens that makes this different than
the last problem? (Hint: cos(0) = 1 but sin(0) = 0... ) - Compute the first three
nonvanishing terms in the Taylor series of e*(sinh 3x)/x.

Convergence

A Taylor series can be thought of as an infinite polynomial. Up until now, we have
not worried about the issues that come up when adding up infinitely many things. This

25



4. Taylor Series
module deals with two main issues:

1. A function may not have a Taylor series at all; 2. A function’s Taylor series may not
converge everywhere, even within the function's domain.

Functions without a Taylor series The first problem is that some functions cannot be
expressed in the form

Fx) =) ax*=c+ax+ex+--
k=0

Examples include tan, which has vertical asymptotes, and In, which is not defined for
x < 0. Polynomials are not able to capture these sorts of discontinuities and asymptotes.

THE GEOMETRIC SERIES The geometric series is an example of a Taylor series which
is well behaved for some values of x and nonsensical for other values of x. The claim is
that

1

I+ x+xX°+x°+x - = :
1—x

L . 1 :
for |x| < 1. Justification Example Compute the Taylor series for f(x) = T—x directly
from the definition.

Answer

26



1

f(x) = 71—« f(0) =1
/ _ 1 / _
fl(x) = a —2x)2 f'(0)=1
"(x) = —(1 _6X)3 f"(0) =2
(x) = —(1 — f"(0) = 6.
Notice the pattern that
F(x) = o
(1 — x)k+1"

at least for the first few k. To see that the pattern continues, assume it holds
for some k, and show that it holds for k 4+ 1 (this is a proof technique known as
k!

m, then

mathematical induction). If £ (x) =
(k41K (k+1)!

FOHD(x) = (LX) ~ (1= x)c2’

as desired. Then f%(0) = k!, so according to the definition of Taylor series, it

follows that | ol 31
_ - _l | 2 2R3
l_X—O.+1.x+2!X +3!x +
— RS e

which agrees with the above.

Note The geometric series only holds when |x| < 1. This makes sense, because if [x| > 1,
the powers of x are getting bigger and bigger and so the series should not converge. If
x = 1, then the series is adding 1 infinitely many times, which diverges. If x = —1, then
the series oscillates between 1 and 0 , and hence does not converge.

The takeaway Is that every Taylor series has a convergence domain where the series is
well-behaved, and outside that domain the series will not converge. For many functions,
the domain is the whole real number line (e.g. the series for €%, sin, cos, cosh, and sinh
all converge everywhere), but be aware that there are functions whose Taylor series do
not converge everywhere. This will be covered more formally in Series Convergence And
Divergence.

Example A beam of light of intensity L hits a pane of glass. Half of the light is reflected,
and a third of the light is transmitted; the rest is absorbed. When a beam of light
of intensity L hits two parallel panes with an air gap between them, how much light is
transmitted through both panes? (The following figure shows how the light gets reflected
and rereflected. The first transmitted and reflected beams of light are labeled with their
respective intensities. The question asks for the total of the beams of light emerging on
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4. Taylor Series

the right side of the right pane of glass).

Figure 4.3.:

Answer

By labeling more of the transmitted and reflected beams of light, a pattern emerges
among the beams of light on the right side of the right pane:
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Figure 4.4.
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by using the formula for the geometric series.

1 1 _ :
——, ... Note that each beam is — the previous beam. Thus, the total light
rging on the right side of the right pane of glass is

_+_+__|_...:_(1+_+__|_...

Example Use the Taylor series of 1

dx. Answer

recall that In(1 4+ x) = / T x

to derive the Taylor series of In(1 + x). Hint:
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4. Taylor Series

Note that
1 1

1+x 1-(—x)
=1-x+x2—x3+x*—

d
Now, integrating gives /H—XX = In(1 4+ x) + C on the one hand, and

_ 2_ 3,4 .. XX
/(1 X+ X x>+ x )dx X 2—1—3
f: le

k=1

on the other hand. Plugging in x = 0 shows that C = 0, and so

2 8

X
In(1 x4 ...
n(l+ x) = x 2-1-3

k=1

Note that because this relied on the geometric series, which only holds for |x| < 1,
the same restriction holds for the Taylor series for In(1 + x).

Example Use the fact that

1
arcta = d
rctan x /1+x2 X

to find the Taylor series for arctan x. Answer
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Using the fact, and the geometric series, we find that

1
arctan(x) = / T dx

- [ =
= [ (1-x®+x*—x°+---)dx
/1 )

x> x> X’
x4 2 L LC
M=o = et

Plugging in x = 0 gives that C = 0, since arctan 0 = 0. Thus,

x3  x°

arctan(x) =x— —+ — — -+
(x) e

X

2k+1

=Y (-1
(Ix] < 1).

So even though arctan is defined for all x, its Taylor series only converges for
x| < 1.

Example Another important function is the binomial series (1 + x)%, where o is some
constant. Show that

a __
1+x)*=14ax+ ST + 3 x>+
:Z<(; Xk
k=0
-1 -2 —k+1
where ((l)(‘) :a(a )(a k)| (cx +1)

This series also only holds for |x| < 1. Answer
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4. Taylor Series

For fixed oo we have f(x) = (1 4 x)®. Then proceeding from the definition of the
Taylor series, one computes

F(x) = (1+x)* f(0) =1
F(x) =a(l+x)°" fl0) =a
f'(x) =aa—1)(1+x)>2 f(0) =a(a—1)

(x) =ala—1)(a—2)1+x)*2 f"(0) =ala—1)(a-2)

One finds that, in general, f%(0) = a(a — 1)(a — 2)--- (a — k 4+ 1). Thus, the
Taylor expansion for (1 4+ x)< is

—1 — 1 — 2
(1+x)*=14ax+ a(a2l )X2—|- a(c 3)|(a )x3+---

G (B (e
-3 (1)

as claimed.

Summary Here are all the series we have found so far. The following hold for all x :

o0 k
o3 X
k!

k=0

o0 2k

X
cosx = (1" iy
k=0
i . X2k+1
sinx =S (1)
27 Gkt )]
& X2k
cosh x = Z m
k=0
& X2k+l
sinhx = —_
—~ (2k + 1)!
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The following hold for |x| < 1:

1 oo
1—x :ZXk
k=0

In(1+x) = g(—l)“lx—:

o X2k+1
arctan x = Z(_l)ka 1

k=0
14+x)*=> <z)x’<

Electrostatics example Here we use the geometric series and the binomial series from
above in an example from electrostatics. An electric dipole is a pair of equally and
oppositely charged particles separated by a short distance. One question of interest in
electrostatics is the electrostatic potential, which is the sum of the point charge potentials
from each pole.

The point charge potential from a single particle with charge g, at a distance d from the
particle, is

k
v="9
d
where k is a constant called the Coulomb constant. Then a dipole with particles of

charge g and —q has net electrostatic potential

k
v K4 _ka
4. d

where d,is the distance to the positively charged particle, and d_is the distance to the
negatively charged particle:

We will calculate the first order term for the electrostatic potential at two different
locations: p; and ps :

First consider p;, located directly above and distance d from the positive particle. Let r
be the distance between the charged particles. Then d, = d, and by the Pythagorean
theorem, d_ = v/ d? + r2. It follows that the electrostatic potential is

k
v = K9 kg
4. d
_ka__kq
o d VdErrR
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4. Taylor Series

/% + 12
di %
p2 PR
Q-veeen- AR &9
T
Figure 4.6.:
. kq . . . . . 1 _
Now, factoring out E and applying the binomial series with o = —5 we find
vkl =
d V1+(r/d)?
kg r ~1/2
= 1= (1 +(r/a)?) ]
kg | 1 5
490 (1= 07 + wor )|
1 kqTt?
= — HOT.
e + HO

At position p,, which is directly left of and distance d from the positive particle, we have
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d. =d, and d_ = d 4 T, so we find that the electrostatic potential at p> is

kg kg
V_d+ d_

_ka kg

o d  d+r

Again, factoring out Fq and expanding using the geometric series gives

kq 1
V‘7(1‘1+5)

~44(1- o5 o))
= M4 Hor.

EXERCISES - Consider a snowman built from solid snowballs of radius 27", for n =
0,1,2,..., all stacked on top of one another. How many units tall is the snowman? How
many cubic units of snow was required to build it? - Compute the Taylor series about

zero of
1+ 3x

1—3x
- Compute the Taylor series about zero of

In

1
VI

- Using your answer to the previous problem, compute the Taylor series about zero of
arcsin x, using termwise integration and the fact that

arcsin x —/ ax
V1 — x?

- For which values z is the Taylor series of v/3 — 222 guaranteed to converge? - Use
the binomial series to give the Taylor expansion of (1 + x)3. Now, do it with your head:
easier, right? Recall, we have said that the binomial series only converges when |x < 1],
but, clearly, that cannot be a *sharp* constraint, since (1 + x)> is good for all x, right?
Well, Horatio, there are more things... By the end of this course, we will learn when and
how to bend some of these restrictions.
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Part I.

Solutions
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Functions

Definition and examples of functions

Losung 1
The domain is R, because we can plug in any real number into a polynomial. The range

is R, which we see by noting that this is a cubic function, so as x — —o0, f(x) — —o0,
and as x — oo, f(x) = oo

Losung 2

For sin and cos: domain is R; range is [—1, 1]. For tan, the domain is {x eR:x# g + kw};
range is R.

Losung 3

Domain is R; range is (0, 00).

Losung 4

Domain is (0, o0); range is R. Notice how the domain and range of the exponential relate
to the domain and range of the natural logarithm.

Losung 5

sin~! is not a function, because one input has many outputs. For example, sin"*(0) =
L . T . .

0,7, 2m, . ... By restricting the range of sin™* to L—E, EJ , one gets the function arcsin.
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Operations on Functions

COMPOSITION
Losung 1

We find that
fof(x)=f(f(x))

:f(xil)

1
S 1/(x+1)+1
x+1

T 14x+1
_X—|—1

xX4+2

Classes of Functions

POWERS
Losung 1

x¥=1

Losung 2

Recall a fractional power denotes root. For example, X2 = V/x. The negative sign in the

exponent means that we take the reciprocal. So, X7 = 7
X

Losung 3

One can rewrite this as (x22)1/7. That means we take x to the 22 nd power and then
take the 7 th root of the result.

Additional Examples
Example 1

Note that the square root is only defined when its input is non-negative. Also, the
denominator in a rational function cannot be 0 . So we find that this function is well-
defined if and only if x> — 3x 4 2 > 0. Factoring gives

(x —2)(x—1) > 0.
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o=, &

I £

By plotting the points x = 1 and x = 2 (where the denominator equals 0 ) and testing
points between them, one finds that x> —3x +2 >0 when x < 1 or x > 2 :
So the domain of f is x < 1 or 2 < x. In interval notation, this is (—o0, 1) U (2, o).

22 7
X7 =Vx22
Example 2

Since In is only defined on the positive real numbers, we must have x> — 6x° + 8x > 0.

Factoring gives
x(x*—6x+8) =x(x—2)(x—4)>0

As in the above example, plotting the points where this equals 0 and then testing points,
we find that the domainis 0 < x < 2and 4 < x. Ininterval notation, thisis (0, 2)U(4, ).
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EXPONENTIALS

Euler’s formula

Answer 1

Setting x = 7 in Euler's formula gives €™ = cosm + isinm = —1.

Answer 2

Note that this is the long polynomial for cosx, evaluated at x = w. So the value is
cosm = —1.

Answer 3

Computing the derivative term by term gives

d _()_d _x3+x5_
ax VT g\ XT3 T

X2 x4
=1-35 +55 -
B x> x4
I TRV T

which is the long polynomial for cos x, as desired.

Answer 4

Beginning with e* - ¢, we find

N L X2 y2
er-ef = 1+X+§+"' 1+y+§+---

2

2
X Yy
:1+(x+y)+<§+xy+§>+~--

X2 4+ 2xy + y?
y y _I._...
21
X+ y)?
(G
21

which is the long polynomial for e**¥, as desired.

=14+ (x+y)+

=14+ Kx+y)+
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